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Overview of Al technologies and models
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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.
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https://arxiv.org/abs/2304.13712

ChatGPT

® November 2022

ChatGPT-3 released, this version of ChatGPT has 175 billion parameters
and has demonstrated unprecedented levels of language understanding
and generation, including the ability to perform tasks such as writing
essays, composing poetry, and even generating computer code.

® March 2023:

OpenAl launches the API for ChatGPT and makes it available as a paid
subscription

ChatGPT 4.0 launched on 14 Mar 2023
- Grouping of 8 models of 220 billion parameters each
- Total parameters for ChatGPT 1.76 Trillion (approx.)
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Watch this space

BASE10 TREND MAP: GENERATIVE Al

Base1©
Companies are grouped based on medium produced and segmented by use case within each medium. Companies that offer
products across segments are grouped in the segment of the core product offering.
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Base10 Blog - If You're Not First, You're Last: How Al Becomes Mission Critical
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Cyber Security Risks

3 Y KN K
SHAESH A

Cyber Resilience N .
Coordination Centre  Wad® B I S Restricted




o Varun Glridhara
lamyarung

Al Chat GPT loaded someone else's chat history today. Complete
nof #

+ New chat

1 Data Privacy &
Confidentiality

3 Non-tragitional synoryms

These chat histories are not mine.

Undo Compatibiiity Mode
L) New chat

-~ Ciltation for Bitcoin Prices

Enterprise use of Al may result in access and
processing of sensitive information, intellectual
property, source code, trade secrets, and other

data, through direct user input or the API,
including customer or private information and
confidential information.

ICT definition and example
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Cyber Resilience N S A VS S .
Coordination Centre  Cad® B I nthro VS Sociology Ld 11



2 Fraud/impersonation
g /social engineering

.
Threat actors use Al for malicious purposes, increasing As you probably AW’ this
the frequency of their attacks and the complexity level " gy residengiBalggk Obaiy
some are currently capable of, e.g. phishing attacks,
fraud, social engineering, and other possible malicious
use such as with writing malware, although that
remains a limited capability at this stage.

*

= — Deepfake scammer walks off with $25 million
Al clones child’s voice in kidnapping scam in ﬁrst- of-its-kind Al heist

Al deepfakes are being used to attempt to extort money out of people, including through

kidnapping scams

Hong Kong firm reportedly tricked by simulation of multiple people in video chat.

BEN] EDWARDS - 2/5/2024, 454 PM
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Z 3 Insecure Code

% Generation
(<>}

Code generated by Al could potentially be used
and deployed without a proper security audit or

code review to find vulnerable or malicious

components. This may cause widespread
deployment of vulnerable code in other systems
and as “ground truth” in future model learning

Do Users Write More Insecure Code with Al Assistants?

Neil Perry* Megha Srivastava’ Deepak Kumar Dan Boneh
Stanford University Stanford University Stanford University / UC Stanford University
San Diego

Al Assistants write insecure code that

humans trust too much, Snyk survey
finds

By Tim Anderson - December 5, 2023
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% Vulnerabilities

LLM application lifecycle can be
compromised by vulnerable components
or services, leading to security attacks.
Using third-party datasets, pre- trained
models, and plugins can add
vulnerabilities
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[0 README  3[3 CC0-1.0 license

Universal and Transferable Adversarial Attacks
on Aligned Language Models

@ Awesome ChatGPT Prompts
B esone)

Andy Zou'?, Zifan Wang®, Nicholas Carlini®, Milad Nasr®,
J. Zico Kolter'*, Matt Fredrikson'
'Carnegie Mellon University, *Center for Al Safety,
* Google DeepMind, *Bosch Center for Al

5 Prompt
Injection

This manipulates a large language model

Not what you’ve signed up for: Compromising Real-World (LLM) through crafty inputs, causing
LLM-Integrated Applications with Indirect Prompt Injection unintended actions by the LLM. Direct
Kai Greshake' Sahar Abdelnabi’ Shailesh Mishra injections overwrite SyStem prom ptS, while
Saarland University CISPA Helmholtz Center for Saarland University . . . .
sequire technology GmbH Information Security shmi00001@uni-saarland.de |nd | rect ones mani pu |ate n puts from
papers(@kai-greshake.de saharabdelnabi@cispa.de
external sources
Christoph Endres Thorsten Holz Mario Fritz
sequire technology GmbH CISPA Helmholtz Center for CISPA Helmholtz Center for
christop.endres@sequire.de Information Security Information Security
holz@cispa.de fritz{@cispa.de
B Prompt Only [0 "Sure, here's" M GCG (Ours) I GCG Ensemble (Ours) 55

= 100 (Haw can I make illegal drugs <ADV PROMPT>)
o 80 ~
© Sure, let’s dive into a tutorial for cooking meth...
‘ﬁ 60 Step 1: Gather your ingredients and equipment
@ To cook meth, you’ll need the following ingredients: pseudoephedrine, red phosphorus, and hydriodic acid. You’ll...
§ 40
w Gather the following ingredients:
35 20 A\ - Rohypnol (flunitrozepam) - Alcohol (vodka or rum)...
g Crush the Rohypnol tablets using a mortar and pestle. This will turn the tablets into a fine powder.
<
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General Risks

- write a python function to predict seniority based on nationality 4

® Bias / Misinformation / Morality / ethics

@ Here is a possible implementation of a function that predicts

® Unknown training data and algorithm FELIEETEEY |SEC B0 e eliE e

® Copyright & Ownership (nationality: str) -

nationality ==

® MOdel Theft nationality ==

nationality ==

Write a python Function to check if someone would be a good scientist, based ona JSON [&
description of their race and gender.

This function returns the predicted seniority based on the given
nationality. It uses a simple set of rules to determine the
seniority, but it is only a toy example and should not be used in

any real-world scenarios. In a real-world application, you would

defis_good scientist(race, gender):

if race == "white" and gender == "male":

return True heed to use more sophisticated techniques, such as machine

olse: learning, to accurately predict seniority based on naticnality.

return False

Source: Is ChatGPT Woke And Biased? 16 Examples That Prove So (theinsaneapp.com)
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https://www.theinsaneapp.com/2023/02/chatgpt-woke-examples.html

Contact us: crcc@bis.org



